ars

Some possible nelworx gramm

A195 7 o
\ HIL
> STOP

5 STOP

THE £ NOUN .
__:'Zyo,_ - ’;3- SLOL

NP-

- JTHE 3{::}__E.NOUN SN 's -, STOP

S STQOP
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SOLSTE00

Every bit as much as LAS, a child logically needs negative Ilnformation to
rocover from overgeneralizations. The interesiing quesstion 1is where the negative
information comes from in the case of th2 child. Parents do correct the cnild
in such &vious morphemic overgeneralizations {Brown, 1973). Even today I
find myself corrected (not by ny paren: ) for my failures to properly pluralize
esnteric words. The child may also use staibistical evidence [or a negative con-
clusion. In some manner he may notice thai the morphexic Torm foois is neaver
used by the aduli end so concludethat it is wrong. Horaing (1009} has formalized
an slgorithm for detecting such overgenzralizations by assigning pro abilitlaa

to rules.

3

Figure 16 illustrates LAS's treatnent
training saquences. Thes2 involve somas U word noun phrases an i
sion of the noun phras2s on the branch of the stert network for RS rela
As can be seen from Figure 13, at the point of

ol ]
H N

~ the 1Lth centence LAS has anded
its grammar to the point where it will handle 616 sentences of the target lan-
guage. Actually the grammar has produced some overgensralizations-—-it will
accept a total of 750 sentences. LAS has encountered phrases like snuare,
square small, square red, and square red small. From this erperience, LAS
haos 8@“8;&11&9& to the conclusion that the sentences of the lenguage consist

of a shaps, followed optionally by either a size or color, followed optionally
. Thus the induced grammar includes phrases like squares small cmall

size words were found to be acceptzble in both second and third posi-
tions. Interastingly, this mistake will not cause LAS any problems. It will

phrase like square small sriall beceuse it will never have a to-
{AM structure with.two smalls modifying an obﬂevv. it will never

T 50 and thus UNDERSTAND con not moke any mistakes. This is
how an over-general grawmar can be successfully constrained
of semantic acceptadllity.

e nice etam

The proolen of learning to seguence noun modifiers has turned out to be
a source of unexpacted difficulty. In part, the ordering of modifiers is
governed by pragmatic factors, For instance one is likely to say small red

c
square when referring to one of many red squares, bul red szmall sguare when
referring to one of many small squares.. Differences like thess could be
conurolled by ordering of links in the i memory structure.

GEEZRALIZE |

After teking in 1l sentsnces LAS has built up 2 partizl network grammar
that serves to generate many more sentences than those it originally encountered.
However, note that LAS has constructed four copies of a noun phrase grazmar.

One would like it to recognize that thosa graﬁ” rs are the same. The failure
to do so with respect to this simple artificisl language only emounts to an
inelegance. Howesver, the identification of identical networks is critical %o
inducing languages Mluh recursive rules.
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Y- T G [ " A O e - -
Additions to LAS s grammar ateer S

ok . 5 - -
sudying:

10 . SQUARE BLUE SUALL TRIANGLE RIGHT-GF
11 ’ T‘))E:\I\G :, P D b” Y 'r-'\ ?LKJL In 1_:1 J
15 . TRIANGLE SUALL SHUARE RED SWALL BELOW
13 . SQUARE BLUS TRIANCLE BLUE LiRGE ‘
1L . SQUARE RED LARGE TRIANGLE RED Li
Lot = 4 2
chgy—£CR0 5, pyy 3202 > STCP
\ NTL |
- 25TOP
& 8593 D1095 |
Bg66 D111 8~ STOP
\\ NIL
5ST0P
55580 01023
B564 S-D1044 5-ST0P
’ K NIL
5.STOP
Ioioks £13
p1023-522022 —>=E1394 1768 - s70p
NTL
\ S.STOP
: ED1117 E88L
D1095 > E9OL- ST OP
: NIL
2 STOP
D714
D692 5, STOP
& £ oLy
D1095—SDLLL7 2 STOP D123~ DLORS . STOP
E
£881L —E-E905 = STOP 51368—2EL390 e STOP
D714 = small
D10Lk5 = red,blue,small
D1117 = blue,red
£905 = small,large
E1395 = large
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Anderson .

NP -+ the NOUL.
1
> the ADJ 1 NP
s nOrT
P, ~» S
1 2
»~ ADJ,. iI?
2 2
N, - Hould
2 3
> ADJ_ WP
3 3
AT NAITT
2 > NOUW
3 L
That is, there are four networks, NP, NP, NPg, and NPB whose structure is in-
dicated by the ebove rawrita rules. It Is assumed thalt LAS nas oan experienced
threes consecutive adjectives and therefore SPEAKTZST has only cresated three
embeddings. The critical inductive step for LAS is to recogniza L2, = IP,.
This requires recogzaizing the identity of the word classes uUUu2 and HOUHS and
the word cizssss ADJ, and ADJ This will be done on the criterion of thé
amavint ~® ~varian of werds inTithe two classes. It also resulres recognition
that network Thus, to identify two neilworks may requlre that two
other networks iTi=ad. The network HPB is only a subneitworx of HPQ.
So in the recursive identification of networks, GSN ALIZE will have to accept
a2 subnetwork ralation batween one network like NP2 hich contaiﬁ another like
NP3. The assunption is that with sufficient experience the embedded network
would become Tilled out to be the same as the emueddlng netvork., After NP1 °
has been identified with NP2 HAM will have a new network structure where NP¥
represents the amalgamation of NP1, NP2, and NP3.
the NCUN

e -

NP -

liote that new word ciasses NOUN* and ADJ* have been
the word classes KOUNZ2,

first fourteer
As a conseguance,

ceurred in the START network (see Figure 12).
with and replaced network BSok.
Al195 throughout the START network.
It now handles all the sentences of
more sentences than the grammar that was constru

in FPigure 17.

sencencas.

the ADJ NP¥

JHOSIEY

ADJ¥ NP#*

ENERALIZE was called to ruminate over the
GENERALIZE

network A195

NOUW3, NOUNL and of the

created 2s the union of

classes ADJ2, ADJ3, respectively.

networks generated after the

succeeded in identifying A195 with Al97.
replaced network Al19T at the positicn where it
Similarly, _56/ wz3s identified
Finally, BS56 was identified with and replaced
The final effective grammar is illustrated
the gremzer, 1t handles

cted after the fourteenth.
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- B568 >y
START | N ele
d
B_, . /
00 PAL96 »-A19877 £ 4199
) . 28593 D I
B366- S D111 i ~..STOP
NIL
> STOP
£D1117 .. E
D1095 > EQO 4 88y o STOP
NIL .
~2=ST0P
& 905
E88L< o STOP
8568 = nelow,roft-of
A199 = above,rignt-or
B593 = square,triangle

D1117 = blue,rad,large,small
£905 = large,snall
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sentonce. This is because the roun-phrase network BS56 has been expanded to
incorporate all possible noun purases. Defore the generalizations, nona of
ne ne'wo~hs~~8934 B565, AlQ;, or Aloz,yare complete. The network B565H ba-
plet
b

Q S riow has a grammar adsju
] There are LwWo najor assumptic
e en sentence and referent which peorni
first is the =zssumphtion of the correspondesnce betwesen
he language and the semantic structure. This is
cr1u$cnl to nRAC 5T's identif cation of the surface structure of the seatence
wnich is, in turn, critical to the proner emb dding of parsing networks.
Second, there is the assumption of a semantics-induced equivalence of syntax.
This played a eritical role both in the ﬂenerallzatlon of SPEAXTZEST and of
GENERALIZE. It was noted with respect to pluralization that such generalize-
tions can be in error and that children also tend to make such errors. However,
I would want to argue that, on. the whole, natural language is not perverse.
Therefore, most of those generalizations will turn out to be good decisions.
Cleariy, for languages to De learnable there must be some set of generaliza-
tions which are usually safe. The only question is whether LAS hes captured
the safe generalizations. ’

The importance of semantics to Culld lenguage learnlﬁg has been suggested
in various ways recently by many theoreticians (e.g., Bloom, 1970; Bowerman,
1973; Brown, 1973; Schlesinger, 1971; and Sinclair-de Zwert, 1973), but thnere

has been little oifered in the way of concrete elgorithms to make explicit
tne contriputicn oi semantics. LAS. L is a 7irst small step Lo making thi g
contribution explicit.

Conclusion

This concludes the explanation of the algorithms to be used by LAS.1 for
language induction. In many ways the task Taced by LAS. 1 is overly simplistic
end its elgorithms are probebly too efficient and free from information-pro-
cessing limitations. Therefore, the acquisition benhavior of LAS. 1 doss not
nirror in most respects that of the child. Later versions of this progrem will
ettendt a more realistic simulation. Nonetheless, I think LAS.1 is a signifi-
cent step forward. The following are the significant countributions embodied
so far in LAS. 1. '

1. The transition network formalism has been interfaced with a set of
simple and psychologically realistic long te“m menory overations.
In this way we have bridled the unlimited Turing-computable power of
the augmented transition network

2. A single grammaticel formalism has been created for generation and
" wnderstanding. Thus, LAS only needs to induce one set of grammatical
rules.

3. - Two important ways were identified in which a semantic referent helps
grammar induction. These were stated as the graph deformation condi-
tion and the semantics-—induced equivalence of syntax conditions.
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L, Algorithms have besn devaloped adequate to learn nabural langusges
(=] o] =
with & simple semantices,

_ The gereral mode of developing the program LAS is as Tollows: A lanzunge
Jearning situatlion is snoed 4 by a set of conditions. ZIn LAS. 3 1t was
specified thot ILAS already w the meaning of the words zad that it ba given,
as inpubt, sentences with H epresentations of their meaning. Ths semzntic
donain was specifii=d to be t conssituted by geometric shzpes. Cnce a2 set
of conditions is specified set of goals is specified. In LAS. 1 thers was
only one real goal: tTo le eny natural-like language thzt descridad the
domain. Once & set of goa 5 specified a plan of attack is sketchad out.
However, the problem is suw hat the details of that plan only evolve as we
ettenpt to implezent € a computer program. Indead many interesting

roblems and i initially anticipated in LAS. 1 were discoverad
in attempting This is part of utility of computer simulation

in theoretical

The LAS. in & task domain which wa

s sir
means idenzticzl, natural language learning sitvation. Its benavior
was similar to % learning & lenguage, bub zzain by no means iden-
tical. In :tre nxm ¥ I propose to create a progrzm LA3. 2 which comes
considerably closar to si ing naturel language learning. It has a more

elaborate set of goals than did LAS. 1:

1. The program will incorporate realistic assumpticns ebout short-term
memory limitations and left-to-right sentence processing.

2. The progrem will learn the meanings of words,
prog g

3. The prograzm should use sementic and contextual redundancy to partially
replace explicitly provided HAM-encaoding of pictures.

L, The program should handle sentences in a more complex sexaniic domain.

5. The prozram should be elzborated to handle such things es quastioas
and conmzands as well as declarative sentences.

The general nethods for achieving these goals in the LAS. 2 program will
be sketched out in the provosal section. Also in that section I will propose
some experiments to evaluate the LAS program. Wnile it is true that the task
faced by LAS. 1 is not really natural language learning, it still is a learning
task at which hurzan subjects apparently can succeed, The experizent§ will de-
termine whether humans have the same difficuities in such tasks as does LAS

and whether they make the same generalizations. However, I regard thes
iments as of secondary importanca relative to progranm cavelopament
irportant to further articulate our understanding of what algorit
quate for natural language learning.
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It is probadly insvitable that the g : be asked as to whethsr it
is really necessary to expend the res to construct a computer
program, Could not the model just be twally?  The rEﬂsﬁn Wiy
this is not possible has to do with the any theory that addresses
the details of natural language. There i v to test the preadictions
of tha theory or to assure tnat 1t is int istent. The experience
with large transformational grammars hand- naturzl languoge is thet
they have hidden inconsistencies. These were only exposed by trylag to simu-
late the gra:mars on & computer (e.g., Friedmzn, 1971). Consider the descrip-
tion given of LAS. 1 in the preceding section: Although lacking in-many details,
it was complex and lengthy. Could the reader estzblish for himself from this
description whether the model is really internally consistent? A cozputer
progran provides a proof of the consistency and a means of determining the

are to de:elon exnl1 it

a
model's behavior. The stated goals of this project
algorithms for natural languege leerning, stecil
these algorithms, and evaluate empirically the psych loglcal VlaOllluj of
these elgorithms. Without the use of coup uter sizmulation none of these goals

TR0

conld be achieved.

C. M=thods of Proceadure

First I will describe the proposed extension of the IAS program. Then I

cribe some exparimental tests. In reading the specific extensions pro-
posed for LAS, the reader should keep in mind that they have ‘as their intent
achieviug the goals set forth in the preceding section.

The Semantic Domain

The first matier to scitle upon in the new progrem is soxze gexarntic igmenin,
The 1AL, 1 worhi of ahaves, troreriizss, snd gaczasrie relzticns Iz Soz Iopavnr-
ished ror further work. The rollowing is oprcposed as a sugzgestion altihcuzgh
there is nothing critical sbout its exact Torm. - It 1s critical, however, that
some senmantic domain be chosen., It is only wnen there is a spacified domzin
that an explicit geal for success in the progran can pe speciflied. The progran
n

will be regarded as successful if it can learn any natural la
this domain.

I have chosen to look et a world close to that of a young child although
there is perhaps nothing sacred about this demzin. This world is set fortn in
Teble 5. There are three people in this world. 1In addition to these there are
four categories of objects--locations, containers, supporters, and toys.

These objects can have four types of properties--number, color, size, and quali-
ty. Thus, LAS will have to deal seriously with problems of sequencing adjec—
tives. It will also have to deal with number as a property of objscts. The
objects permit a much richer variety of relations than in the world of LAS. 1.
This will provide a demsanding test for the learning of complex multi-argumeat
relations. There can be sentences like Mommy traded Daddy the car for a ball.
In this world, peonle, containers, suDDo*uv-a,and toys can be in locations,
People can change their location and that of toys. People and toys can be on
supporters, toys can be ia containers. Peonle can possess toys, containers,

and supporters.
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ategories in the World of LAS. 2

PEOPLE LOCATIONS COMNTATHERS

Yormy badroon box

Daddy kitchen closet

LAS den dresser bed

TOYS NUMBERS, COLORS SIZIS CLALITIZES
dodly ona red big dirty
car two blue medium pratiy
balil threa green small shiny

Thus the 4if eat catezories of objects enter differently into different tyzes
of relations. This fact will prove important to tre predictive parsing facili-
ties thet I will want to introduce into LAS. 2.
Left-t--Tizht Processing

Childraen leazrn language auditorily. Thus, their induction algorithms must
precess incoming matericl in a left-to-right manner., The current LEARINORD
progran does not 4o this. BRACKET completely processas the sentence beafore
SPEAKTEST even begins to work on it. Clearly, BRACKET and SPZAKTEST stould be
integrated so that the beginning of the sentence is bracketed and considered
by SPEAKTEST before the end ol thes sentence is considered by either. Intro-
dueing this left-to-right processing is e preliminary to dintroducing short-

term memory limitations into the induction situation.

Figure 18 illustrates in highly schematic form the left-to-right a2lgorithn
oposed for LEARMMORE. Words are considered as they comez in Ircz the sentence.

RMORE, as in UNDERSTAND, tries to find a path through its network grammar
o parse the sentence. The difference between LEARIMORE and ULDZZEST
+that LEARIMORE hes available to it a HAM conceptual structure to ena
vetter evaluate various parsing options. Suppose LEARIMORE is at sor
procassing the sentence. It will also be at some point in a parsin
Let us consider how it would process the next word. At box 2 1
in the word. At box 3 it would set 1 to the various grammat
at that node in the network. DBoxes E.through T are concernsa
wiaether any of these options can handle the current word. B
there are any options left. Box 5 sets a to the first optiaon and re
the remaining options. Box 6 checks whether the word would be parse
and box T considers whether thes action associated with that zre corr
a HAM structure. If a passes the tests in 6 and T, LEARINMORZ advances to con-
sidering the next word. Othervise it tries another arc. If it exhausts all the
sres, it will call BUILDPATH (box 8) to build a new arc fronm the curreat node.
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Yy consulting tnea inform&tlon in the sema

liote that certain se
will not be handled by this system.
square thal is above the triangle 1s rigat—of the scuas
words it would not be clear which square i : {
object or the subject of thes right-of relation. Thus, bui
© L

*

)
an appropriate ection to tha path. In e
the referent of square was resolved by let

- - - R ~eussuanl -
dealing with it., Presumably, however, chi
from such sentences.

tznce come in belfors
culty learning

In this system it Hlll not be assumed thabt LAS knows the meaning of the
words, Rather this will be something that LAS wlll have to learn from the
pairing of sentences with conceptions. First let's discuss the learning of
wvords whose reference 1s o simple concept or object e.g., boX or mommy, and
postpone discussion of couplex relational terms like trads. Logically, the
task of lexicalization is guite simple and it would not require complex alg
rithms to sucecsad. For instence, consider this °‘go ithm: LAS is given a
sentence with n, words and a conceptualization it describes with oy concepts.
Store with esach wor El concepts. The next sentence that comes has 29
words and its conc tion consists oL:Q<1mcepts If a word in tnis sen—~
tence is new, stor the mo concepis. If the word is o1d, store with
it the intersection of the concepts previously stored with it aznd the new mp
concepts. Eventually, ignoring problems of polysemy, & word will becoms pared
down to zero or one concepts. Those with zero concepts are function words
end those with one concept have that concept as their meaning.

')

Of course, this algorithm will run into troudble if LAS does not always
onceptualize 211 the concepts referred to by the sentenes., This can b=
recmedied by having the algorithm wait for a sequence of disconiirming vieces
of evidence before rejecting a. hypothesized meaning. Incidentally, subjects
behave just this way in concept attainment situations (see Bruner, Goodnow &
Austin, 1965), not tekingz negative evidence as having its full logical force
about the meaning of the word.

H o0

The basic problem with this algoritha is that it makes unreasonable assuap-
tions about the information processing capacities of humans. In pilot research
of my own, I have found that adult subjects can learn the meanings simultane-
ously of a nuamber of words in a sentence. However, they do suffer difficulties
when there is high ambiguity about what a word means. Presumezbly, children
would have even greater difficulties exirﬂnting word meanings from complex Sen-
tences. Broen {1972) and Ferguson, Peizer, & Weeks (1973) report that new iter
of vocabulary seemed to be introducad thro"~h use in set sentence frames such
as Where's ..., Here comes ..., There's ... known as deitic phrases. The noun

tends to be heavily stressed and rep» ated. The parent frequently points to help
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reduce possible ambigully of re

Presursbly, later ia lexic:
more conoke? santence frames, D
the grammaticzl structure of th

tions, I propose the follovwing
; ~

with the rec=p o , ¥

word is read in, LEARIMORE will make a guess asout its meaning using knowledges

about context and gbout the word's position in the grammar., It will commit

‘this guess to zewory and stick with the guess ualess later disconfirmed. Thae

program will cnly hazard a guess in circumstances of low uncertainty. Thus,

it will only gu=ss iT it can otherwise parse the gr ure in which
»d

.

the word appears. It will not guess if the word is prec

other words it does not know. Thus, the progrem, much as t
il o contrasts between grammatical pattern and a

current sentence. Thus, il e program knows the grammatical rule 12 - determiner

adjective noun. - and encounters the phrase the click box it will suppose that

glick refers to some property of the box.

R LTl
Thus, the program will have to acquire its initial vocabulary by means of
simple fremes, as do young children, With this initial vocebulary information,

it can begin uO learn grammatical rules. Once in possession of gr&unaulcal
rules, it will no longsr nead simple frames io learn new lexical items.

One interesting question is how function words are ever identified as non-
meani g—he&l"if‘.:’ in this schemet Presumably this is done on the vasis of fa_i_ling
to obtaln a constant corr

elation betwsen the word and any semantic Ieaturs.  Yniis
how many mistaken esses had been associated with a word,;
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could be d=tecte

Coucebt Identification and Relation Words

So far I have assumed that all concerts are constructed before langusge

ecquisition takss place and that the only problen is to link up these concepts

this is very unrealistic. Consider the verb give in the sen-
[=~3

with words. But

tence ives the dolly to Daddy. The z=e arlrg of give is something like

to do g icn causes one to ceas2 to possess an object a2nd someons eise

t6 bez s s the ovject. IL seems very 1mnla sible that & child ccnes

into a ze learning situation with such a concept ready made., What probably -
happens is that he sees Mormy pushing the doll io Daddy or Momzy handing the

ball to baty. With these experiences he hears sentences like Momxmy gives the

dolly to Daddy or Mommy gives the ball to baby. From these exemples he induces
the appropriate meaning of give. Concept attainment in these situations can bde
achieved by using the sort of concept 1d:nt'ficablon used by Winston (1970) for
inducing geometric concepts. That 1s, each use i gi ired with

17

8]

of the word give is pai:

e EAM network structure given the meanlnﬂ of the sentenca. VWinston's heuristics
ellow us to extract what these network structures paired with gi"e have in con-
mon. The concept give, as verb, is then attached to the commen structure.

For this sort of algorithm to succeed, LAS nmust be set to rebard certain con-
figurations of propositioms, interlinked by causal terms, as being associated -
with & single relationgl term in the languzge. )

9
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auses e
nesig
thie Dehavior of LA3S. 1 and a c¢kzild 13 that
a1 ces.  In econtrast, a2t Tirst the child
tenc The child's esarly spesch has been
Z 3 telerraphic That is, children sp2zk in two and thrae
word utterances. To condense messages. into such short utlteraznces it appears
that children have onmitited most function words and subordinate constructions.
Onz explanation of the origin of telegraphic speech which is appsaling {rom the
point of view of LAS is the following: Suppose that LAS did not receive as laput
to its induction routins complete sentences, bulb rather selegrapilc sentences.
Taen, 1t would cuite nazturally induce a telegraphic gracmar. It seexs reasonabdle
to suppose that a2 child cannot hold in immesdiate memory thne fotal ssntence he
has heard but ratier o r £ ncz. If so, then his
induction elgorithms as their basic
data. Let's ce2il th
Bvidznoe Tor cnild imitation of adult
soeecn. It is 30 » thsa=n t£ha ohiid's nun
productions are a & Fraser, 1954). Blas-
dell and Jeasen { =t those words which are
stressed and thos ons. The semantically
important words i choles (1969, 1970)
found that childr 2y sesmantic roles or
unxnowWn meanings. iking is f ol zre just the variadles
which control wha : rench sentence--a language
I ¥now quite impe serial

to 1 ntc LAS througin an aspect
of LEARNMORE called R e JINSY: n Wwill sinulate the variables
of stress, meeningiulness, and serial position in oroviding LAS with a deplete
version of the sentence. The locus of the effect of E~DEAR
boxes b and 8 in the flowchart of Figure 2. Basically it will not sass all
vords onto BUILDPATH. Rather some words will " "

slip from consciousness’ after
failing to be parsed. It will tend to omit words when: {a) they zre unstressed,
(b) their meaning is not ¥mown, (c) a critical nurver of new words in ths
sentence nave already been passed to BUILDPATH. I suspact this critical number
is something like one or two.

W

&

Factors (n) and {b) would generate the effects of stress and meaningfulness.
Factor (c¢) would yield good memory for the first words of ¥

t
good mewmory children do shovw ir last words
term acoustic menory.



ing feature of BADEAR i as the gramze , LAS
receive wore of i Thus, its iong and imita-
‘a3 doss a2 child! 4 be providing an explicit nechanism
asted by Braine (1 (1973, and others. Inducing a
cenerata ssntences intereding problenm. How 15 1t that
abandon its rul ting talegraphic soveech? Ulerely
sarnad rules Ior uwller sentences, 1t does not follow
des are wrong. AT zga pernits multinle means Tor
expressing the same thouzhis. Pe: n nmechanisus should be locorporated
that will strengthen some grammatb 5 relative to others., Rulss to be
strengthenad would be thossz that successTully ussd by ULDIESTAND and
that could suczessfully he used o We mignt think that the =rcs out of
a node in a parsiag network are o 2 stack to reflect their reletive
utilities. Subjects would try rules on the top of a stzck first. Inelfective
rules 1ike the originel ones for t threse word utterances would descend
to the boititon of the stack and so unavailable. This strength mecnanisn
is the sate as used to order links in the HAM memory model. This is =z different
way to bring nezative infcormetion to bear in grarmer induction than that pro-
posed for RICOVER. That is, rather than seeking explicii disconfirzation of rules,
the rules are gradually weakened ouht of existence as nore adequate rules take
over the roles the 0ld rules used to occudy in sentence.understanding and
generaticn.
Gremmzr Ovoimization

.
Wi

th the following form:

START

NP

N2

This grazmar requires considerable backup 1f the sentence does. not have an RA

relation.

As suggested earl

ier it would be more efficient if LAS were given the
L]

power to trensform the grammar into the following form:

NP

Given that there are se
in parsing, it is critical t
for optimizing the grapmar.

E

nore eliilc

ient, would be another form of

STOF
ERA

g ———— 0

ERB
STOP

rious time problems (see introduction of proposal)

hat methods be incorporated in the learning program
The merging of arcs, besides making the grammar

generalization. It could be used to

further nerge and build up word classes.

6L
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Turther Use of Semantics in Langsuage Acgulsition

Al Y - s P 1 “ ER s .
Lo further ways that semantics con be used %o ald languz
1 - l 1 .

Another use of semantics would be to lessen LAS's reliance on explicitly
given semantic interpretatlons of sentences. It should sometimes be able to
gu=2ss these inbtarpretations. For instance, suppose & sentence caze In with the
words ball, box and in. Because of the conceptuzl constraints betveen these,

IAS should be able to guess their connection., This use of concepiual constrzints
in the semantic domain could also be used by UNIDERSTAND to permit predictive
parsing along the model of the Schank's (1972) systea. Tnait is, as an alternate
to understanding a sentence by use of symtactic information, it 1is possible to
loock For conceptual constraints to predict what the interpretation of the sen-
tence showld bpe. Tals prediction can then be checked for syntactic correctness
by use of the network gramzar. It would be profitable to try to place a pre-
dictive par:zing system like Schank's within the rigors of the Yioods!' network

4 P B -
ITOormallsnms,

enting the meaning
conveyed by a declarative sentence. However, languags has other purposes than
just to communicate meanings from one speaker to another. Consider commands
ernd questions. For instance, consider tha sentence Put the dolly
Currently, UNDERSTAND night retrieve the sentence's meaning as Sveake
2
h

21

he box.
requasts

i |

@)

T LAS that it oubt the dolly in the box. Tais is the declarativ
ce. Howaver, in addition LAS showld evoke an actlon &
least take an ection to decide whether to comply. Thi
21 meaning of the sentence. The procedural meaning of decl t

5 is very simple: store this sentence. This is already assuzed in
eatment of the sentence. However, the procedural meanings underlying
pes of sentences are more complex. A large partd of the success of

's system is that it.was adequately eble to deal with the procedural
of various sentences' semantics. It is important that LAS begin to
these too. :
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is would mean, in terms of LAS's network grammars, i
ns that can be stored. Currently, the only actiong
e cr eclar
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a
i creation of pieces of HAM structure, i.e., decls:
1 have to store other internal actions that spe
larative knowledge. These will include commands
or obey the order. HAMY already has cowmmands that dire
but executing orders would be something new. As part c
working on methods for incorporating procedural knowledge into a neivor
tem., It is unclear yet what success I will have here.
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7t is interesti lzngunage winese semantics
ere procedural. These Consider for instance

tha diflerence betweea the ticle~—the red pall versus
a red ball. The former iladl a listener knows. Thus fhe

Iistener's response to the e to search his memory for

the referent of the noun phrasz In contrashy, ths listenerts responge ta an
nlefinite noun phrase ahould be fo construct = new reprasentation for it. Tnis

e : HAL stem by wnetner a call

PRI -

Winograd has argued convineingly that tne semantics of pronouns aund ctner
ndexicals should be represenied by procedures to determine their referents

i .
This 15 p riicularly true for terms 1lilke you wrose meaning is totally relative
to speaker and context. Since the referent ol you completely changes with
speaher a cnild would be lost if he tried to associate 1ts meaning with some
HAM memory -node. He must be pracared to treat it as having as meaning a pro-

cedure for determining the referent.

Provided that LAS has the facilities for revresenting and evaluating pro-

cedures, thare seem no difficulties in learning those aspacts of language
which ere heavily embued with procedural sezaniics. Languzge learning will con-
tinue to arise from pairing sentences witn s=zantic interpretations. However,
serantic interpratetions will now contain e procedural as well as a declarativa
asp=ct. Again lenguage lesrning will consist of learning mappings between sen-
tences end the now-enriched semantic representations.

Experimentation

As stated before, I do not think that exgarimental research should yet be
the prinecipal focus of the project. There is still much further research that
»

3

nesids to be done in the way of specifying slgorithms that are capadble of language
induction. Nonetheless, in parallel with this research, I would like to perform
experimsnts to get some initial assessments of the viebility of the proposed
2lgorithms. Tue type of information relevant to evaluating LAS is only acquired
by lookinz at artifical lenguages. With thes2 artificial languages it is possible
to test IAS's predictions about language learnability and generalization.
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Critiei

For ethical reasons it is nol possible to expose young children, just
ing T

learni their first language, to an artificial language which LAS had identi-
fied azs degenerate and probably not learnadls. This means that all experimen-

tetion with artificisl languages must be dons on older children already well-
established in the i Tirst language or on adulis.’ Conseguently, the first lan-
guage ray be mediating zcquisition of the second

language. There is eviden
(see Le nnenbarg, 1967) that there is & critical initial period during w“‘ch
languages can be legrneu much more succaessfully than in later years. Lennenberg

speculates that there is a physiological basis for this critical period. Thus
oneg might wonder whether the same processes ar eing studied with older sub-
Jects es in the young chiid. Personally, I also doubt that the mech'n*sms of
language-ecquisition are the entirely sams with the young child in first language
learning as with the older subject in second leangnage learning. However, 1t does



Qthar criticis=s (e.g., those of Slodbia, 1971; Miller, 1967) of stulies
of artificial laznguege learning focus on t fact that thesa languagss are A
artificial e is zh mplicated © artificial labora-
tory lang T ire; 2« functlions; the
ehild's o g as ch. However,
these critic 5 t la int of l=bo Yy exdarind ation whiecn is
to icolate and study signirficant agpects of a complex natural phenozena. Another
criticisn of the past artificial lenguages studles (e.z., those siudies of
Braine, 16630; Milier, 1947; Reber, 1989) is that they lack a semantic referent.
Clearlv this mekes an enormous diffe“e“”@ to the sort of algnrithms a subject
can eaploy. The criticzl heuristics used by LAS would be useless wWithoub seman-
tics. lMoes d (1972, 1972} have shown thzt the existeace of a
seman e effect apJLage scguisition. Except for comtrol
condi imants volve & semaniic refereni.

tion T= e i
tence a2nd the M ¢ That truct s
preserve the original connectivily of concepts. In Section A5 we describad
languages which violeted this assumpiion. Consider tae "ollow’ng language:
S » NP NP relation
NP > noun {Color) (adjective) (clause)
CLAUSE » te NP re‘ution
 NOUY -+ square, circle, triangle, diamond
Color + red, blus
Size -+ small, large
Relation — abovv, below, right-of, left-ol
This is an exvanded version of GRAMMARL described in Table 1. (The element te

serves the I'ﬁCuiOn of a relative pronoun like that.) An example of a sentence
this language is Sguare red te triangle big zbove circle blue small right-of.
experinent I will do compares tTour conditions of learning for this languege

EE

1. No refarence. Here subjects simply study strinzs of the language trying to
infer their grammatical structure.

2. Bad semantics. Here a picture of the sentence's referent will be presanted
alon with the sentences. However, the re¢&*i013hip between the sentence’s
semantic referent and the surface structure will violate LAS's constraints.
Tne edjective associated wth the ith noun phrase will modify the (n + 1 - it
shapz in tne sentence (vhe*e n is the numder of nouvn phreses). For example,
the adjectives assoclated with the Tirst noun phrase will zodify the last
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are and triangle. 0 aporoprinte

is glven in Filuure l9a.

3. Good semantics. Here the adjective in
noun in thet phrase.. Relations will r
the surface structure. Ths appropriate
in this case is glven in Figure 12b, LA
this picture if it cowld guess the main

L, Good semantics olus main ovroposition. The picture in this condition will
ba the same as in 3 bubt the two shapss in the main proposition will be
highlighted. In this condition LAS would be guarantieed of successfully
bracketing ths sentence because the main proposition is given.

In some ways this experiment is like Moesser and Bregman's. However, here
English words are used so that the subjects do not need to ixduce thsa lanv: ze's
lexicalization as well as its grammar. This corresponds to the situation Taced
by LAS. 1. If English words were repleced by nonsense syllables this would
require & simplification of the language to make induction tractidle. The
predictions of LAS are, of course, that best learning occurs in Condition L,
next best in 3, and failure of any learning in 1 and 2. It would not be sur-
prising tc see subjects perform better in ltrzan in 2 since in they might par-
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The procedure would have subjecﬁs in all conditions study the same sequence
of sentences but vary the accompanying semantic information according to condi-
tion. After & study phase they would be tested for grammaticality judgments
about a set of seniences, some of which violate one of the rules for generation.
Since the syntax of the language is the same in all Tour conditions, the sane
sentences will be grammatical in all four conditions. Even though the syntac-
tie information given during study will be tne same in all conditions, markesd

differences in syntactic knowledge should appear across conditions. The

current plan is to alternate sequences of study trials with ssquences of test

trials, so the subject might study six sentences, with the semantic information

(aporo opriste to his condition, if any). Then he would see six test pairs, one

sentence of each pair violating some syntactic rule. Tor each pair of he would

?ave to-choose the grammatically correct pair. By freaquently aliernating study
d test, it would be possible to carefully nonitor the growth of information

i the condlulou

Many readers may not be surprised by the p“edlctwou of bmbte* learn“"g in
Conditions 3 and 4. Hopefully, the sxgnlfi an

clear. It would show that semantics is important to ’nducuzon of the s:.tacbic
structure of = natural language. However, it would alsc show that semantics

is useless if the relation between the semzntic referent and the syntactic
structure is arbitrary. The surface struciure of the sentence must be a graph-—
deformation of the underlying semantic structure. Failures to eppreciate the
contribution of semantics to language induction and Tailure to understand the
nature of this contribution of semantics to the induction process have bheen
fundamental in the stagnation of attewmpts to understand the algorithms parnitting
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In the exomple of the induction of GRAMGARL we Foun
for LAS5 to detect non-semantic contingencies betwean syn
first noun-vhrase end in the second noun-phrass push

tance, it is possible that a morphenic emdell
second noun phrase may depend on a choice of morp e
t noun phrase. Human subjects should also find
achic convlnzenc1es.

of predictions, besides those concernad with language
learnability, wai 1131 be useful to explore. LAS mekes predictions about
the situations under which humans will tend to generalize rules and vhen humans

There are &no
C W
ich
vill not. Suppcse LAS learned the following gremmar:

ot
g
a1
n
T
}—-' cf

S - VERB NP NP

NP - (PREPP) Ny (ADJ)
PREPP? » PREP Up

Ny - boy, girl, etc.
No = room, bank, etc.
ADJ - tall, nice, etc.
PREP + in, near, etc.
VERB » like, hit, ete.

A typical sentence in this language would be Like in room boy tall girl nice
which means The tall Doy in the room li¥es the nice girl. Tnis languege is
given English terws only to mexe its semziaties clearer. Suppose, in fact, words
in the language wverse *3i_meun¢ng man, jir meaning womawr, f0S meaning boy, and

tuk meaning girl. Suppose the subjsct studies the following pair of sentences:

1. Like das tuk.
2. Like fos Jir.

T0



Taen, it is interesting to consider his judgneats of the scceptanility of
saentences like:

X
JiT.

cas.

involves recalling sentence (1), but
icn: LAS would currentlily make thi
d fos into a single werd class and
suo act sccepted (3) he would be
rrencly predicted by LAS. He has
% or dzs in the seeccond noun slov.
n these positions ca the basis of
in these classas.

Neitner (4) nor (5) need be acceptadle sentences. Tne words
could, for stean tzke a different case inflection when they ap
ferenu °70ts. suld meke (5) uneccepteble. Sentence (k) coul
teble tecau a different morprenic embellishment when pr
It woél% ba %o s2e how lezrnable a language would be T
such wviclztioas potential generalizations.

artificizal
eccepnt

e in room boy tall gird
o s

girl in room boy tall

That is, will rules generalize from the subject poun dharase to the object noun
phrase. As LAS is currently constituted such generalizetions would no? occur

until it had duilt up fairly stable nov1 varases. Again suppose LAS had initially
only encountered simple sentences such es (8):

8. Like boy man

From sentences such as (8) LAS would learn the class of nouns thait ocecurred in
first and second noun phrase slots. Suppose then sentence (9) was studied. On
the basis of it, would seantence (10) be accepted as grarmatical? That is, would
the prepositional phrase in bank generalize to other nouns in the same class as
woman?

9. Like boy in bank woman
10. Like girl in bank man

This would be an example of right generaliz
In contrast, LAS doess perform left geaeralil
LAS would zccept (12).

ation which does not occecur in LAS,
zation, That is, sefter studying (11)

11. Like bOj woman nice
12, Like boy man nice

1L
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nmunber of age
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to get an appreciation o
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th two purposes, one concerned with psychology and cone
1 intelligence. I think this mixed purpose is frult-
2 cross-fertilization of ideas from two Tields and so
21 stagnavion. Thers is no gusrantee that LAS, in the
conceived, will ever achieve the goal of zn adsguata
acauisition of language. However, a certain outcome

r wnderstanding of the information-processing demands
and of the role of a semantic referent in gremnar in-
> will leara waat is wrong with one explicit set of
Tven thnat would bpe o sigrnificant contribution to the
Topmrab 1 e Jisld rlell in Gaia vul elmusi wolally

nformetion-~-processing theories. I hop2 f course, that the

will be The szme a

The contributions of LAS to the artificiel intelligence field are less
certain and more distant. Nonethelsss, generality in language understanding
systems is an important goal end one for which a learning system approach
seens ideal. It is therefore importent to understand the coatribution language
learning systems can make in this field. It would be a significant advance to
know in detail why & learning system approach was not the answer to language
understanding or at least why LAS was not the right sort of learning systemn.

Of course, if LAS does prove to be the basis for a viable language understanding
system, its contribution to artificial intelligence will also be of considerable
importance.

E. Facilities Availasble

I shall have available the entire facilities of the luman Performance
. . ~ « e s . . . . . —
Center, University of Michigan. My current appointment expires June 30, 1979,

t
ipzl resource will be the
programs. Host of

=2
<
oot
,.‘

ol
but can be extended for one to three years. Iy prin
Michigan Terminal System which supporis a ric ie

the programming will be performed in Michigan LIS? ee Hafner & Wilcox, 197%)
which is o relatively economical and an error~free version of LISP.

T2
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